4.1 Trajectory Optimization

In the previous lecture, we recapped how to compute gradients, Jacobian, and the Euler-Lagrange equation. We begin today’s lecture by finishing the proof of the Euler-Lagrange equation, and then we discuss different approaches for optimizing trajectories.

4.1.1 Euler-Lagrange Equation

Let $\Xi$ be a Hilbert space with Euclidean inner products, which defines our trajectory space. For a given trajectory $\xi \in \Xi$, let $U$ be some utility function mapping trajectories to costs, so $U : \Xi \rightarrow \mathbb{R}^+$. Define $U$ as

$$U(\xi) = \int_0^T F(t, \xi(t), \xi'(t)) dt$$

We want to prove that

$$\nabla_{\xi} U = \frac{\partial F}{\partial \xi}(t) - \frac{d}{dt} \frac{\partial F}{\partial \xi'}(t)$$

Let $\eta \in \Xi$ be a trajectory with $\eta(0) = \eta(T) = 0$. Using small $\eta \in \mathbb{R}$, we can perturb the trajectory $\xi$ as $\xi + \epsilon \eta$, as shown in the figure below.

We begin by using the Taylor Expansion and neglecting higher order terms:

$$U[\xi + \epsilon \eta] \approx U[\xi] + \epsilon < \nabla_{\xi} U, \eta >$$

We can define the inner product above in two ways using the definiton of derivatives and inner products:

$$< \nabla_{\xi} U, \eta > = \lim_{\epsilon \to 0} \frac{U[\xi + \epsilon \eta] - U[\xi]}{\epsilon}$$

$$< \nabla_{\xi} U, \eta > = \int_0^T (\nabla_{\xi} U)^T \eta dt$$
For convenience, define $\phi(\epsilon) = U[\xi + \epsilon \eta]$. This allows us to write

$$< \nabla_\xi U, \eta > = \lim_{\epsilon \to 0} \frac{\phi(\epsilon) - \phi(0)}{\epsilon} = \left. \frac{d\phi}{d\epsilon} \right|_{\epsilon = 0}$$

$$= \left. \frac{d}{d\epsilon} \int_0^T F[t, \xi(t) + \epsilon \eta(t), \xi'(t) + \epsilon \eta'(t)]dt \right|_{\epsilon = 0}$$

$$= \int_0^T \frac{d}{d\epsilon} F[t, \xi(t) + \epsilon \eta(t), \xi'(t) + \epsilon \eta'(t)]dt \bigg|_{\epsilon = 0}$$

(4.6)

(4.7)

(4.8)

(4.9)

To simplify, let

$$x(\epsilon) = \xi(t) + \epsilon \eta(t)$$

$$y(\epsilon) = \xi'(t) + \epsilon \eta'(t)$$

(4.10)

(4.11)

We can expand the derivative with respect to $\epsilon$ into two parts, as shown below.

$$< \nabla_\xi U, \eta > = \int_0^T \left( \frac{\partial F}{\partial x} \frac{\partial x}{\partial \epsilon} + \frac{\partial F}{\partial y} \frac{\partial y}{\partial \epsilon} \right) dt \bigg|_{\epsilon = 0}$$

(4.12)

From Equations (4.10) and (4.11), we know that

$$\frac{\partial x}{\partial \epsilon} = \eta(t), \quad x(0) = \xi(t), \quad \frac{\partial x}{\partial \epsilon} = \partial_\xi$$

$$\frac{\partial y}{\partial \epsilon} = \eta'(t), \quad y(0) = \xi'(t), \quad \frac{\partial y}{\partial \epsilon} = \partial_{\xi'}$$

(4.13)

(4.14)

Making these substitutions in Equation (4.12), we get

$$< \nabla_\xi U, \eta > = \int_0^T \left( \frac{\partial F}{\partial \xi} \eta(t) + \frac{\partial F}{\partial \xi'} \eta'(t) \right) dt$$

(4.15)

The next step uses integration by parts. The goal is to substitute the $\eta'(t)$ term for $\eta(t)$, which will allow us to simplify our equation further. Recall that integration by parts follows the rough form

$$\int A \times B' = \int A \times B - \int A' \times B$$

(4.16)

To apply integration by parts, we can split the integral in Equation (4.15) into two parts and focus on just the term with $\eta'(t)$. Applying integration by parts, we get

$$\int_0^T \frac{\partial F}{\partial \xi} \eta'(t) dt = \left( \frac{\partial F}{\partial \xi} \right)^T \eta(t) - \int_0^T d \frac{d}{dt} \left( \frac{\partial F}{\partial \xi} \right)^T \eta(t) dt$$

(4.17)

By definition, $\eta(0) = \eta(T) = 0$, so the first term in Equation (4.17) goes to 0, leaving us with

$$\int_0^T \frac{\partial F}{\partial \xi} \eta'(t) dt = - \int_0^T d \frac{d}{dt} \left( \frac{\partial F}{\partial \xi} \right)^T \eta(t) dt$$

(4.18)
Substituting this result back into Equation (4.15), we can factor out $\eta(t)$, leaving us with

$$< \nabla_\xi U, \eta > = \int_0^T \left( \frac{\partial F}{\partial \xi} - \frac{d}{dt} \frac{\partial F}{\partial \xi'} \right)^T \eta(t) dt$$

(4.19)

Recall Equation (4.5), which is also equal to $< \nabla_\xi U, \eta >$. Setting the two equations equal yields

$$\int_0^T \nabla_\xi U^T \eta(t) dt = \int_0^T \left( \frac{\partial F}{\partial \xi} - \frac{d}{dt} \frac{\partial F}{\partial \xi'} \right)^T \eta(t) dt$$

(4.20)

This holds for all $U$, so we can compare terms inside the integral, which gives us our desired result.

$$\nabla_\xi U = \frac{\partial F}{\partial \xi} - \frac{d}{dt} \frac{\partial F}{\partial \xi'}$$

(4.21)

### 4.1.2 Approaches for Trajectory Optimization

How do we define the distance between two trajectories? One common approach is to take the norm of the distance between two trajectories:

$$\| \xi \| = \sqrt{< \xi, \xi >}$$

(4.22)

Distance: $\| \xi_1 - \xi_2 \|$

(4.23)

Let’s imagine this is discrete time, with five elements. Consider three trajectories shown below.

A: $[0, 0, 0, 0, 0]$

B: $[0, 0, 10, 0, 0]$

C: $[0, 5, 10, 5, 0]$

Is trajectory B or C closer to trajectory A? Computing the norm of the distance to A, we see that

$$\| a - b \|^2 = 100$$

(4.24)

$$\| a - c \|^2 = 150$$

(4.25)

By our definition, B is closer to A than C. However, C is a smoother trajectory, so it could be argued that C is really closer to A because it does not have as sharp of accelerations as B does.
Let’s define a different kind of norm. In continuous time, let

$$U_{\text{smooth}} = \frac{1}{2} \int_0^T \| \xi'(t) \|^2 dt$$  \hspace{1cm} (4.26)

This utility function means we penalize velocity, which leads to trajectories that reach the goal with minimal energy expended. In discrete time, the integral changes to a sum.

$$U_{\text{smooth}} = \frac{1}{2} \sum_{i=0}^N \| q_{i+1} - q_i \|^2$$  \hspace{1cm} (4.27)

The $i^{th}$ component of our discrete gradient of $U_{\text{smooth}}$ is

$$\frac{\partial U_{\text{smooth}}}{\partial q_i} = 2q_i - q_i + 1 - q_i$$ \hspace{1cm} (4.28)

We can write this equation in the form of a matrix, which we’ll denote as $A$, times the vector $q$, as shown below.

$$\frac{\partial U_{\text{smooth}}}{\partial q_i} = \begin{bmatrix} 2 & -1 & 0 & 0 & \ldots & 0 \end{bmatrix} \begin{bmatrix} q_1 \\ q_2 \\ \vdots \\ q_{i-1} \\ q_i \\ \vdots \\ q_N \end{bmatrix}$$

With this approach, we get different results for the norm values

$$\| a - b \|^2_A = b^T A b = 200$$ \hspace{1cm} (4.29)

$$\| a - c \|^2_A = c^T A c = 100$$ \hspace{1cm} (4.30)

With this norm, C is defined as closer to A than B. We can use this norm in the derivation of a trajectory optimization method using gradient descent. Using a Taylor expansion:

$$U[\xi] = U[\xi_i] + \nabla_{\xi_i} U^T (\xi - \xi_i) + \frac{1}{2} \alpha \| \xi - \xi_i \|^2_A$$ \hspace{1cm} (4.31)

We want to choose the next $\xi, \xi_{i+1}$, such that $\mathcal{U}[\xi_{i+1}]$ is minimized. To find the minimizing $\xi$, we differentiate Equation (4.31) with respect to $\xi$ and set the result equal to 0.

$$0 = 0 + \nabla_{\xi} U + \alpha A (\xi - \xi_i)$$ \hspace{1cm} (4.32)

$$\xi = \xi_{i+1} = \xi_i - \frac{1}{\alpha} A^{-1} \nabla_{\xi} U$$ \hspace{1cm} (4.33)

This defines our update rule for our trajectory optimization using our definition of norm. Note that $\alpha$ determines the step size to take during the optimization. The direction $\xi$ changes during optimization is determined by choice of norm.

### 4.2 Formal Methods

#### 4.2.1 Motivation

Formal methods is an area of computer science; namely, it started from computer science theory. Its main idea was to give proofs for algorithms, electronic circuits, etc.
One of the most basic ideas in formal methods is the concept of satisfiability, or more specifically, boolean satisfiability, an NP-complete problem. (Cook 1971) Boolean satisfiability is the problem of finding inputs to a boolean expression that satisfy the expression. For example:

\[(X + Y) \cdot (\neg X + \neg Y) = 1\]  (4.34)

This expression is satisfied when \(X = 0\) and \(Y = 1\), or \(X = 1\) and \(Y = 0\).

The idea gained traction in the 1960’s when the problem of verifying electronic circuits (with AND, OR, or other gates) became increasingly difficult.

Nowadays, we have several sat-solvers, such as SMV (Berezin 1998), SPIN (Holzmann 1991-2017), SLAM (Ball and Rajamani 2002).

### 4.2.2 Reactive Synthesis from Linear Temporal Logic

**Reactive System**

1. At every step, the system receives an input sequence and outputs a response sequence synchronously.
2. Non-terminating - does not terminate on any input.

\[O_1, O_2, O_3\]

\[\phi \quad \text{Synthesizer} \quad M\]

\[i_1, i_2, i_3\]

**Realizability**

1. Does there exist a finite state system that can satisfy \(\phi\)? In other words, does there exist a finite state system that realizes the specification?
2. Can we construct it?
4.2.3 Historical Overview

- 1957: Alonso Church details the idea of circuit synthesis in his paper “Application of Recursive Arithmetic to the Problem of Circuit Synthesis” (Church 1957)
- 1969: Buchi & Landweber show that the problem of realizability is decidable, and that it is finite if it exists. (Buchi and Landweber 1969)

4.2.3.1 Note: Game View of Synthesis

You can think of synthesis as a two player game between the environment and the controller.

4.2.4 Overview of Linear Temporal Logic

LTL answers the question: How do I even write $\phi$?

Four Temporal Operators:

- G Globally
- F Future/Eventually
- X Next
- U Until

4.2.4.1 Examples

1. $\phi_1 = G\psi$

   ![](psi_graph1.png)

   This means that $\psi$ holds at every timestep in the sequence.

2. $\phi_2 = F\psi$

   ![](psi_graph2.png)

   This means that at some point in the future, $\psi$ will hold.
3. \( \phi_3 = X\psi \)

\[
\[ \psi \]
\[ \rightarrow \]
\[ \psi \]
\[ \rightarrow \]
\[ \psi \]
\]

This means that \( \psi \) will hold at the next timestep.

4. \( \phi_4 = \psi_1 U \psi_2 \)

\[
\[ \psi_1 \]
\[ \rightarrow \]
\[ \psi_2 \]
\[ \rightarrow \]
\[ \psi_2 \]
\[ \rightarrow \]
\[ \psi_2 \]
\]

Note the following sequence satisfies \( \phi_4 \):

\[
\[ \psi_2 \]
\[ \rightarrow \]
\[ \psi_2 \]
\[ \rightarrow \]
\[ \psi_2 \]
\[ \rightarrow \]
\[ \psi_2 \]
\]

This means that \( \psi_1 \) will hold until \( \psi_2 \) holds.

5. \( FG\psi \)

Eventually, \( \psi \) will hold globally. Note: Smells like a stability property.

6. \( GF\psi \)

Wherever I am, \( \psi \) will be true in the future. This can be thought of as a recurrent property, or a fairness property.

7. \( G(request \rightarrow F grant) \)

At all times, if I get a request, at some point in the future, I will grant it.

4.2.4.2 Note on Other Logics

There are other kinds of temporal logics that exist in addition to Linear Temporal Logic (LTL). The “Linear” of LTL refers to linear time.

For example, there is also Computation Tree Logic (CTL) which permits branching. You can ask questions like: Does a property hold for one of these paths?
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